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Recent development of science and engineering has raised an
increasing necessity for manipulators, i. e, for special systems for
execution of different operations usually performed manually, A
manipulator consists of one or more mechanical systems provided
with actuators. Each arm has a special grasping device or some
cther working tool at its end. The majority of existing manipulators
are controlled by human operators: working tools of the manipul-
ator reproduce the arm motions of the operator by means of fol-
low-up servodrivers. Since recently a new trend of applying
computers to the manipulator has taken place [1—$§]. In this case,
the computer receives control information from the operator and
informations about the surrounding from the sensors and it sends
control signals to the servedrivers of the mechanical arms.

Thus, the cperator’s job becomes much easier. It renders pos-
sible execution of mations when the mechanical arms are linked
together with the object in a closed mechanism. When the number
of degrees of freedom exceeds seven, which is more than in a human
arm, the manipulator appears more efficient.

While assisted by a computer the operater gets much less
tired because, in this case, instead of control code which requires
permanent conscious visual efforts, mure peneral control code of
operations are used, i. ¢ “bring grasping device to specific point”,
“iake object”, “strike”, e.lc, or even instructions requiring
complete tasks to be accomplished.

In the latter case, the manipulator becomes autonomous in
performing a certain class of operations in which case, the neces-
sary motions are performed without any further control actions of
the operator.

Ecomomic Efficlency of Manipulators Controlled by Computers

The niain factors defining the technical and economic efficien-
cies of an autonomous computer controlled manipulator, and a
manipulator controlled by the human operator are considered in
this section.
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The variety of the manipulator environment, i. e. diversity of
cccuring situations is characterized by a factor n. It is apparent that
the manipulator capability of operating under such circumstances
has to be equivalent, or greater than the one necessary to overcome
the variety of the environment. Assume that the human operator
exerts his functions in such an environment not worse than a
computer does. It means that we do not consider psycho-physiol-
ogical factor of getting tired, making mistakes and being of a
limited working precision. )

The total costs of operation of a computer controlled manip-
ulator comsist of expenses P, for the design of the manipulator,
expenses P, for the computer and costs St and S,7 for their ex-
ploitation respectively, © denoting the time. The costs of P, and S,
are greaier the greater the variety of the environment is.

In general, the cost compoenents appear to be positive increas-
ing functions of n which can be approximated by the following
linearized expressions:

Py,=p.n, Syv=s5,n7
where p, and s, describe relevant specific costs.
The total costs can be expressed as follows:

P=P,+pnt (5;4510)T

The total costs of the eperation of the manipulator controlled
by a human operator consists of expenses P,* for the manipulator
mechanics, expenses P, for the operator’s stafety, and exploitation
costs covering the part Syv for cty]'lpg operator, S,t for safety means
and 5, for manipulator.

The total costs can be expressed as follows:
P'=P,"+ P+ {5+ 5, +8, )7

Assume that P,=P," and 5,=8,". From P<F" the following
relationship is obtained for the variety factor o,

éP'-!_ 5+ 5Jr
Pat 9t

In cases when safety means and the operator’s work are inex- -
pensive (P, and S, are small), it is economic to apply manipulators
of low capabilities cnly, i. e. very specialized ones.

In severe environments it is more economical to apply manipul-
ators with automatic control of better preciston. Finally, if
presence of a human operator is not permissible, in which case P,
S, -—>ce, a computer controlled manipulator is the oaly schation.
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Economic efficiency of 2 computer controlled manipulator increases

with the operation time if the condition M;—,% is met. This
M T -
inequality holds when the computer relfability is high S, is small).

An increase of the computer efficiency and rellability (decr-
ease of P, and S,) yields the increase of economic efficiency of the
automatic manipulator and its field of application.

As far as the expenses P, and P," are concerned, it should be
noted that in the case of the computer control, the manipulator
mechanics can be simplified at an expense of program complexity,
while in the case of the human control, the mechanics has to meet
the strict requirements inspite of the self-learning ability of the
man. Since the mechanics have to provide a certain amount of
comfort preventing the operator from getting easily tired, it has to
be more eapensive and complex. Therefore, the mechanics of the
manipulator operated by an operator is much more expensive than
the one operated by a computer. Besides, an operator requires a
long period of tiaining in order to operate the mantpulator, The
ex}r:erimme gained is individual 2nd can hardly be communicated to
others.

If the manipulator is controlled by a computer, the control
programs of any kind (selfadjusting, salzleanﬁng} can be transfer-
red from the memory of the particular computer to the memory of
another computer or, they can be stored indefinitely. This is yet
ancther advantage of the computer control. '

Hardware of the Computer Controlled Manipulator

A manipulator appears to be a unity of hardware, energy and
information. An exchange operation can take place among these
three components. In this section some hardware problems of the
computer controlled manipulators will be considered.

A bardware of the manipulator comprises the following four
conponents: executive hardware, sensors of the environment, mani-
pulator-a tor interface, and a computer. All components are
ponnected io each other by comrmunication channels. The executive
hardware consists of a multilink open mechanism with actuators
and their power amplifiers which can be controlled by a computer.
Position measurement devices supply the computer with inform-
ation about the mutual position of the parts of the mechanism.
Tactile sensors are of the following three types. The first ones are
mounted on the surface of the working parts of the hardware for
pickinﬁ up the data about the contacted surface and intensity made
with o d]::t and obstacles. The second type sensors deliver the data
about immediate neighbourhood enabling detection of objects
locatéd close to the working parts but without making any contacts.
The third type of sensors pick up information about distant locat-
ions by means of video-devices. This information may appear suf-
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ficient for the realization of algorithms of any complexity, though
a complete ex]i[uitation of information by means of a computer
is still an unsolved problem,

The control computer ought to have a fast memory and a devel-
oped interruption system for information treatment. The comput-
ing er determines the speed of operation of the manipulator as
well as the number of mechanical arms operated simultaneously.
The operator can communicate the computer by means of different
devices such as push-buttons, electronic pen system, etc.

Software of the Computer Controlled Manipulator

The most difficult design problem of the computer controlled
rmanupulator is the synthesis of control programs. It can be based
on Functional analysis where the basis of the linear normalized
space is to be found, the elements of the space being the sible
motions of the manipulator. Another possible approach to the prob-
lem is based on the representation of the manipulator motions in
the form of differential equations, the solution of which depends
on the structure of the manipulator kinematics. The presence of the
control coefficients renders possible imposition of different mo-
tions 1o the manipulator.

In another approach the problem of the synthesis of the ma-
nipulator motions is treated as an optimization problem where dif -
ferent algorithms are considered for minimization of the distance
between the desired and an initial arm position.

However, the most common approach to the problem is the
lingnistic one. The main features of this approach are:

1) Different levels are distinguished in the system siructure
and described by their own languages with their specific vocabul-
aries and grammar rules.

2} The process of reaching an object by the system is consider-
ed as a process of translation from one language level to another.

1) Notions as isomorphic and homomerphic translation, idiom-
atics of different language levels, degree of the task vapueness,
complexity of traslation from one langnage to another etc., are used
for quantitative characterization of the process, For example, the
complexity of designing and. production of some objects can be
defined by expenses for transtation from respective levels. The
expenses are usually defined by the translation volume. Efforts are
being made to construct such languages which make the translation
complexity as simple as possible.

According to this approach, the control program of the manip-
ulator has a multilevel hierarchical structure, Each level has ist
specific vocabulary and grammar. Control transmission from one
level to another is represented by the translation of a word or a
phrase from one h.nguage to another. Let us consider the k-th con-
trol level. Assume that the vocabulary of this level consists of n,
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symbols (A, A,. ), and the grammar consists of r, number
of rules (F, F F,b According to the rules, the symbols are
combined yleld’ ing “the Following words: F, : Al—rﬁlﬁﬂ; Fy: AAA,

- Msﬂa
a particular set of rules, one can make a number of
tacu ljl’ correct words of the language of that particular level,
words being certain control commands to be transmitied to the

lower levels.

Thus, having at the disg;sal a limited alphabet and a limited
number of rules retained in the computer memory, one can produce
a great number of words expressing different commands. Transmis-
sion of a command from a particular level to another le'irf.'l cur
responds to the translation of the word from ome
another one. Therefore, besides the alphabets and rules of them:
two languages it is necessary to have a translator.

If the hlerarchicat is consisted of k levels, there are
k lan . and k—1 translators.

As far as the translation is concerned it is necessary to have
in mind the following relations between the symbaols (wc;a:“a’s} of the
two languages.

1) Simple correspondence of a word of one language to a
ward of another language, e.g. A,=8,B.B,.

2) Non simple correspondence, e.g.: A,=B,VB,B,VBBB,,

3 Co ondence of words that are synonyms in one lan
guage to a sin :'e word of another language;

A,=B,=B,B,=B,B,B,,

4) Translation used in a finite context of a word is simple:
A,A,=B,BB,B,B,
A A
A certain context confi tion is always translated in the
same way irrespectively of translation of each of its words

Aghoh,=B,B,B,B,B,

This is an idiom. The siructure of the signal transmission from
the higher levels to the lower ones can be described by a tree with
nonintersecting branches. In more complex cases some signal chan-
nels can unite, as those of the local fee for example.

Translating the signals to the language of the relevant level

one can get the following type of the phrase:
+ D:D,DD,D, D,DD.D, t
where D,D, are the signals from the informators
D,D,D, are the signals from the local feedback
DD, DD, are the signals from the higher levels.
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Since the transmission of commands in this case becomes
more complex, it is impossible to do the phrase translation word by
word but in its entirety. '

On Control Algorithms Based on Chomeky's
Transformaetion Models

When a multilink kinematic system is controlled by the ana-
logy with the language transformation models (6, 7) a syniax of
motion consisting the following two components is considerad:

1) Rules of executing principal (kernel) motions _

2) Transforrnation rules by means of which complex motions
are executed. : :

We have considered the kinematic system having v single-pivot
joints, hence having r degrees of freedom. Therefore, the control
systern must control r variables. At an arbitra{’ymmoment these
variables obtain valus ay, ..., oa. It is asswmed that the word a;
...t describes the state of the system at that particular point of
time. Thus we have a number of initial and final words. The control
task is to transform an initial word a, ... 6 into the final word
@n . @m OF, in other words to move the system from an initia)
point of space My=Miu,, @, ..., tiy) to the final point M.=—
M, 2.0 @)

At an arbitrary moment a variable of the system can remain
unchanged, or to increase or 'to decreaseé. If the learning process is
assumed completed already, in performing the “familiar” motion,
the variables can be divided into the following three groups:

1) Variables of unchangeable values

2} Variables of increasing values

3) Variables of decreasing values.

Let us introdduce the fcllowing three operators: tg, 1, ty.

The operator ty does not change the values of the variables to
which it applies, the operator i, increases while the operator ty
decreases their values.

The alphabet A consisted of tha letters S is used where i denot-
€5 a particular mation,

If a flat kinematic system .is considered, motions §,, 5., 5
ard 5, can be chozen as follows:

8, - Ra(t+At) >Ra(t), fa=const; (1)
S, - Ra=const, . Bu(t+At) <Balt) (2) ..
Syt Ra{t+4t) <Ra(t), dx=const; (3)
'S, : Ra=const, Sa{t+At) =0,(1} {4)

where R, is the radius and 8, is the angle of the end-point.
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The following rules are necessary to construct the main mo-
tions {i.e. the motions 8, in our case)

F,:A—5, (5}
FI :51_’ tﬂuﬂhﬂ nr 'ﬁﬂ'}mgt‘iuuj-}-!,t ey +m.tgtlaﬂ']+at+l.t' " 'q"l+n+:, L4 [ﬁ]

Fl: ﬂjimﬁi’l Pu"mt tﬂaﬂ:utﬂam'“t#uﬂm‘u. (Tj
F;:ta..,t,ti.,.t,l,...i,-::,mlk-*t.,,‘.tut,...ttl,,-.t.ctwm”h_'_h{_h
A — e " — -
by b by

tﬂc‘a“i*'—htﬁ Ed-l kg1 =Tl X
L Com e t, L =t, (aﬂm.l + 1"Ir'llel.l, i)
tlaﬂ'-,t-*t’%m,l-}-! + tl{u'ﬂ'm.t - v"ﬂ,i] {8}

where A is the alphabet consisted of the letters: 8, S,. ..., 54,

an=1,2...T .

p =1,2,3

by, by, by=1,2,3,.,..

g — is the word used for groups of variables separation.

i -— is the number of the principal motions

Yap,,is the matrix element where the number of lines is equal
to the number of variables and the number of columns is equal
to the number of principal motions.

Each element of the matrix V describes a va.nable increment

for the given principal motion. The rule F, causes a change of the
value of the variable a.,,. Bvidently in a more common case the
rule F, must also recommend a change of the strategy for each vari-
able. In order to produce any complex motion it is necessary to
apply the following transformation rules:

Ti : 85, ' (9)
Ts : 5> 5% S - {10}
_ Ty : 5 =Ee 5 A1)
T :Si=R1 5 {12}
T : 5= FKe & (13}
T : Re=>Ri Rs (14)
Ts : Re— Ra Re (15)
Te :Rs—>»RoRy (16}

T :Ri—RaPa {17}
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o ] Tws: Bs—Re B3 C R (18)

Tu1 ! Re~» Ra Rs T {19)
"Ti:RaGta—=G e {20}
Tu:RGto—Gh (21
Tu:ReGta o> Gt (22)

Tie i d3y%ap i+ B pni O lreTam i - O gon 101l 2%agp - Ta g G (23)

where R,, R, R, are operators, G is an arbitrary word, g, is a sepa-
rator, and p,, pe=0, 1,2,

Using the grammar and transformation rules combined, it is
possible to produce any complex motion.

Let us consider a flat system consisted of r one<degree-of-free.
dom joints connected in series. The system performs a flat motion
by ing the values of its angles o (h=1,2.. .r). It is assumed
that the following constraints hold: D<m==.

Assume that in the course of learning the system has produc-
ed a principal motion S, Applying the transformation rules to the
motion S, the motions: S,, S,, S, are obtained. Applying transfor-
mations to the motions S,, S, 5,, S, one gets their combinations
§,5, S8y 5:5s S:8¢

Some motions are discussed in details in the text that follows.

1% Motion 5,
Ly Fy F; L
h_'sl__}tlu'jri Et.l“'.hi“r Er g —> t']:“‘l.lt gtl,upt"' .tlm‘rk"_’

Tty khy Bhyprk g v e bynky (24)
2) Motion S,

A 8, T RS, > RS, —> ReRaRySy —— RiRRRS; —»
RyR,RyR,R Sy —> R, RARR,S, —>

RRBRRyytys Bt .. ek —r

R,RRRotytyn Bss - et —t

R,R,Rytett,,x Blyle,k - - . m,,.fl; RyR tyo 1 Blylyk - - - u,,.l.;
Rotyetx Flglet ... u.,-,.l:- 1oy, b Rlglak - - - ur..ip

tytty e Blefyk -« lebinx—> tyly,k4q Elefyp bty dollot 4t (25)
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3} Motion 8,5,

P Py 3 T :
A—r 5, — 58,5, —F Lo,1 T8k ... 2 iES, "'"_‘ .

T

— fa. .. u.,;g,R.S,n—i 1y ... g RaRyS. —
oty B RRRE — b, B RRRR S, s
—_—1y... cz,,xglR,RlR.R,R.S,ib

oty .. g RRRRS, —>

Ta

— Ta. .o tea@ ReRRaPaty & gtitte,x..: @ ;6 ¥

— by Grag RyRRRote 2k Btk ... & ".‘li"_

—+ b g R Rty on gl . Bk — .,
—ty o 2eag RaRity o ety . “nii’

by, depf Rt o gtttes ... uf.tl-!*

oty Geafly 0 Bl ... uf.tlr'

Fy F.
= fplottsn BlitpZypx ... @rk — falefpp BLibgtan ... Lfy&oe ——

—+ Lals®y kg s BliloPass g ... Lilaflrids

All other motions are produced in a similar manner.

Thus the strategy of performing the motion S, is stored in
memory of the lower cohtrol levels as well as the granemar and the
transformation rules by means of which the motions 5, can be
transformed into motions S, 53, 5« and their combinations,

In the algotithm realization, a step motion is defined at First
by the action designator. The sign of either motion 8, or %, and
zero are written down in the cell. _

The sign of the motion 8,, 5, or zero are written in the cell
B+1. If only zeros are written in the cells # and 81, the progess
will come to the end. . . . _

~ After the direction of the motion has been defined, control is
established intended to select a complex type of motion (G=2) or
a simple one {(G=1). : o

If a complex moticn is to be performed it is necessary to apply
to the transformation T, and then to the memory of motions wﬁere
the sequence of rules and transformation for the glven mation has
been written down.

The memory is sequentially organized and §t consists of three
parts: memory of rules, memory of transformations and memory

(26)
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of motions. The laiter gne keeps the sequence of rules and transfor-
mations for performing the motions §,, S,, 8, and S, When learning -
has been completed, rie memory of motions is found completely
formed, Otherwise, this memory is only partially filled.

Ou Control Algorithms Based on Differential Equations
with Indetermined Coefficients

In the realization of cantrol at the lowest level which controls
the manipulator actuators, the language of differential equations
appears most suitable. It enables one to consider dynamic effects
which are of the test importance at the hx,?h speed operation.
Analog, digital ormrid computers can be applied for the realiza-
tion ot this control level.

The manipulator kinematics can be described'bjr means of
alf:braic equations. Thus, the kinematics of a flat system is describ.
ed by the following algebraic equations: '

(x,—Kg) 1+ (X, —x, )2 =10
(x,—x )+ (x,—x)"=1,*
(X~ %, 7+ (x—xg )2 =12

where X,, X, . - . x,,:t, are the coordinates of the joints and 1,, 1, [,
denote the lengths of the respective links. Task of the motion for
#uch a system can be defined in the following way: The point {x,. x,’
has to be displaced in the direction N. The task has to be considered
as an extremization problem where it is necessary to maximize
z =8,%;+a,X%,, where a, and a, are chosen depending on the direction
N ?he last equation may be joined to the previous three and it is
possible to derive differential equations for the variables x;,
i=1,2,.. .8 and z according to the methodics of [5]; all the solu-
tions of the equations will be in the point of intersection of the four
final manifolds. The number of indetermined coefficients u, contain-
ed in the structure of these differential equations is equal to the
m+1 element combinations out of n elements, where n describes
the number of variables and m describes the number of intersecting
manifolds. For example, if the point x,x; is assumed fixed, and the
lengths of the links assumed constant, then one find seven varia-
bles and four equations. The number of the indetermined coeffici-

1
ents will be: §=C} =5|?2l =21. If the angles of the joints are chosen

as the variables, the number of them is reduced to five. The coor-
dinates of the end-point of the mechanical arm are:

. n
x,=; sing;+1, m(mﬁm— E) +1, cos [ Py =Py Py + %}
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xg=1, cosp,+1, sin ( Py -+ Pa— ; ] +1, sin [fﬂﬂ—mg—@;-l—; }
L8

where ,, m,, 9, are the angles of the relevant joints.
Rl

Furthermore, m=3, n=8, G S =
4] 21

15,

The corresponding system of differential equations accoring
to [3] is as Follows:

£ = Dagy +UaDogs 1Dy 4103 D+ 105D 5 - 115D+ 105D +
FugDys + gDy g+ 1y Dy,

ddrl;ﬂ = — D+ 0 Dygs + 142D+ Dyng + 1 Dy — 0y Dy —
— Dy — 0y Dy — 1, Dy — 1Dy,

d{JT“ =1, D Dy 0Dy — 1, Dy — 0Dy —ugD g — 1y Dy —
Uy Dy — 1y Do+ 145D 450,

::i; = — 1, Dy + 10Dy 15Dy 16Dy g+ 0Dy g — 140Dy -+ 10 Do +
s D — 14y Do — 11150555,

"g‘;s = =D oy — 15Dy 1Dy 0Dy — 1D gy 11y Dy g — 1y, Dagy +-
+ 05 Dagq g Dage + 145Dy,

:T = =y D = 13Dy — 0D oy — 1Dy — Uy Dy — 1 Dy — 142Dy —

— Uy D =1y Dy —Wy5Diys, (27)

where Di; stands for a combination of particular dervatives of the
source equation. The indetermined coefficients may be used to pro-
duce various motions on the initial manifolds. For the sake of maxi-
;s s iz - ; I
mization of z, it is necessary for [ to be positive. This condition
(i

is met if uy= —D;s u;=—D,, etc. Other coefficients may be used
For optimization.

Let us consider the choice of coefficients u, for which the
expenses of the kinetic energy are reduced to a minimum in per-
forming each motion. Assume that the energy expenses for perform-
ing each motion are optimal. Then the total energy needed for the
motion performance will be quasi optimal. Let the considered kine-
matics be consisted of m pivots and has r degrees of freedom. The
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angles ¢, i=1,2, ..., r at the manipulator joints are chosen for the
generalized coordinates, The coordinates of some characteristic
points of the kinematic system (the coordinates of the pivots) are
described by the following equations:

Xe=Xe( Py, Qg, ... 0r)
}'k=}'k(¢'1n Doy o u ':P:}
zk=2k|:|:ﬂ|r Doy o s ‘-'F'r]

The kinetic energy of the system is:

T I 2 M, (ﬁ]- : ['_d__y,'.)ﬂ_;_ (le;,]ﬁ
2 dt dt cdi)
=1

where
dxe  dx. do; | L, 0x, de,
TR A | R T
dye _ dys do,  Oy. dv.
dt. amiodt By S onll
dzy = dz dw, b 5 ﬂ;_ﬁ. thp,
Al S S g e R i

M denotes the inertia of the relevant link. If the expressions

g dxy dys
dt ' dt’
energy assumes the following form:

T z_lz M, H”(drpu)'- i e dep ]-' o dip; dopy 4
2 Sdt dl di  dl
k=1

r.lj'll_l depy it i dip—_; [!q:]

: dz ; : Sl o
io and —*are introduced, the expression for the kinetic

+2a,,

4 &dr-Qr

i T | e i it di

The differential equations of motion of the system (27) and
the equations for the generalized coordinates are as follows:

[ /

where dy, is the product of the particular derivatives.



ON COMFUTER CONTROLLED MANIPULATONS 37"'1"

Assume that k coefficients U; are already chosen (i.e. the pur-
pulsle l;r:mthhjs choice is the system stability) then the expression Fz?}
wi tme:

%:2(”]11;*4‘3;); 121,2,..=, T

B

P
Introducing these values of % inte the expression for the
kinemitic energy, the following is obtained:

m -k -k 3-1k —k
1
T;_?_E M.,,( b,,U12+2 Ebj,U,U,+2b,U,+B]
=1 F=I =1 =1 J=1 '
e

If the derivatives of the expression for T are derived with
respect to the coefficients U; and equaled to zero's, the optimizing
values of the coefficients U, are obtained

m -k
oT _ 2 M,,(b;, U+ 21:;. U,+b,)=o -
o0, 4

=1

2x1

| In spite of their ;:umplexitjr, the expressions obtained are quite
reasonable, because they describe completely all possible motions.
To obtain their solutions by a computer is not difficule.

Om Sﬁnthuls of a Problem-Orlented Language for the
Control of Manipulator

C. Shannon was the first to give an idea of applying the com-
uter for controlling the manipulator. That idea was realized by
Ernst in 1961 [1]. The control system consisted of a set of subor-
dinates for execution of motions of the manipulator. The programs
look for the order and the magnitude of actions needed for the actu-
ators picking up the siates of the sensitive elements during the exe-
cution of motion. This is one of the possible sclutions of such pro-
blems. In this case, a subroutine realizes a particular phrase only.
Such systems are usually formed as closed ones, without any
particular possibility of being extended any mare.

Angther approach io the problem is the construction of a spe-
cial problem-oriented language [8, 9]. This approach has many
advantages.

I'. If the construction of the language is thorough, it can be
applied to the control of a manipulator of any type. Universality
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of writing the alffnrithma makes it easy to read amd this is very
important to different specialists enghged in the same’ problem
viewed from different standpoints. DU

2*. There is a tendency to write first a transiator from a spe-
cial language of algorithms 1o the machine-oriented lanpuage
ALMO (algorithmic machine-ariented). It is believed that in future
we shall have a translator from ALMO for every computer, There-
fore, a translator from the problem-oriented language intc ALMO
will enable its direct application to any computer.

¥. If the language iz organized in blocks, it is '‘possible to
make all the changes in the behaviour of the manipulator withous
a specially constructed algorithm. If an informational and Iogical
approach to the problem is chosen, it appears necessary to add new
rules to the grammar or to changs some of thetn which means that
a new translator ought to be worked out. The writing of a complete
language of algorithms is very difficult and laborious. Therefore,
it is probable that the first version of the language will not meet
all requiremenis. However, in the course of the experiment it will
become more and more complete, : _

4. If a multi-pass translater from the 1 lage of algorithins
is used, it appears possible to keep some of its blocks in one of mass
memories g,e. on a magtape or drum) im:rgas,_‘.ing in that manner
the space of the central memeory intended for task information (in
cases when the time for transformation increases).

In case of an informational and logical {structural linguistic)
approach to the problem, ( as it was done in the fourth section of
this paper) it is necessary tp share a complete set of and
iransformation rules .in the central memory which decreases the
space for the useful information.

Let us consider now the syntax and semantics of a specific
problem-oriented language of algorithms.

Syntax of the Language

The syntax of the language is described by mieans of Bakys’
meta-linguistic formulae. _

Principal symbols:
{principal symbol}: : ={digit}|{sign}|{word}
(digit) : : =0|112]34/56/789
{sign}: : =+|-=1{) - :
{word} : : {operation}|{ preposition }|{ descriptor)|{ definer}
{operation} : : =move | find | carry | build | simulate | axecute
{preposition} : :in | along | from | to
{descriptor}; : ={place}|{indication }|{ type }|{ kind }
{place} : : =point | region | trajectory | state
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{indication’ : : =cube | cylinder | brick | prism | box
{type}: : =wall] pyramid | shelter

{kind}: : =straight line | circle | parabola | hiperbola -
{definer}: : =invisible | located | all | starting | initial

The peculiarity of this language one may find in the meaning
of its wards. Their role is very much alike the role of the ALGOL
restrictors. The words belong to the principal symbols and they
are its indivisible units. The set of all the possible words consists
the language vocabulary. The wards atre not described syntactically
but they have to meet certain requirements depemding on particular
representation of infermation in a certain computer. It is possible
to write such words in an algorithm without abbreviation.

Smucture of Instractions

An instruction is a meaninghul unit of the described language
(analogous to a sentence in the natural language) by means of
which control of a manipulator is exerted. There are six groups of
instructions in this version of the language, the number of which
can be enlarged along with the growth of the language.

<instruction? : : {move}|{ find }|{ carry}|{ build )}{ siroulate )| {execute:

Let us consider the structure of each group.

1) {move}: : =move to {point)|{move to (region)|move
along {irajectory} | move along {trajectory} to {point} | move along
{trajectory} to {region). :

Metalingustic variables in the regihthand side of the expres-
sion are defined as follows:

{point} : : =point {{list of parameters) |
{point} invisible from {point} |
starting point | initial point
{list of parameters): . ={parameters} |
{list of parameters}), {parameter}

{parameter) : : ={number}

{number’ : : ={unsigned number }| + { unsigned number }| — (unsign-
ed number?

{unisigned number}: : ={unsigned integer}{{unsigned - integer},
{unsigned integer) '

{unsigned integer) : : {digit}|{unsigned integer }{digit}

{region}: : ={region}|({list of parameters}) of {point}

{trajectory}: : ={kind }[{kind} {{list of parameters})
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2) {find) : : =find {object}

{object} : : ={indication}{{indication} ({list of parame-
ters}} |
{object} located in {point} |
{object} invisible f'mm {point} |
all {objects}

-3) {tarry}: : =carry {object} to {point} |
carry {vbject} to (region} |
carry {object} in {nbjpct}

4) (construct}: : =construct {construction} |
construct from {objects) |
construct in {paint}|.
construct in {region}

{cnﬁstructian} 1 ={type) {{list of parameters})

5) (simulate}: ' = simulate situation in {region) |
simulate trajectory from { point) to { point }

6) (execute}: : =execute

Semantics of Language

Let us consider each group of instructions frmn the pmnt of
view of their meaning.

1} Same forms of the instruction “move”:

By the instruction “maove” the grasping device of the manipul-
ator is instructed to move in a particular direction.

. move to point (X, ¥) .

The parameters x and g are rectangular coordinates of the
given point. If the space of the operation is three-dimensional, the
point must be defined by a list of the three coordinates x, y, and z.
A particular trajectory of the motion is chosen by the system itself.

. move to origin .
The grasping device is instructed to move to the origin ul' the
system of coordinates.
. move to initial point .

The grasping device is instructed to return to its former po-
sition.

. move 10 region {a, b) of point (x,¥) .
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By the “region” a square (a, b) is meant with its center at the
point (x, y). The “region” in the three-dimensional space apecifies
a cube. Executing this instruction, the manipulator moves to a point
of the specified region which is attainable most comfortably.

» move 1o peint (x,y) invisible from the point (c,d) .

This instruction is similar to the previous ones, but with a dif-
ference in the specification place.

. move along (trajectory} .

This instruction may be executed in the following ways:

. move along straight line {(k, b} .
The parameters k and b are related to the equation: y=kx+b.

. move along circle {a, b} .

The ters a and b are refated to the equation:
R*=(x—a)+(y-b)". _

An instruction of motion along a parabola or a hyperbola is
made in a similar way.

. move along {trajectory} to poimt (x,y) .

The type of the trajectory has to be specified. The system has
to find parameters for which the trajectory passes I:hmugf the spe-
cified point and to inform the operator when it is ready for execu-
tion. If the operator finds it necessary, be must give the instruction
“execute”.

If a trajectory is specified without parameters, the system
chooses a suitable one which is executed immediately.

The instruction: . move along {trajectory) to region (a,b)
of point (x,¥) . is executed in a similar way .

The following instruction of the same group one may choose
as an extension of the language:

. move to crossibg point of trajectories .

- move o apartment N . .
This is possible only if the syntax is extended too.

2} Some forms of the instruction “find’":
The first two forms of the instruction: . find (object) . are:

. find cube .

. find cube (a) . '

- In the first case, the manipulator will find an object among
all cubes which is located nearest by. In the second case, the nearest
cube of the side a will be found. The execution of the insiruction is
completed by placing the manipulator within the nearest proximity
of the speci‘ged object and by sending the message. ta the operator
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containing the coordinates of the projection of the object center of
gravity to X0Y plane.

The following objects of the simple geometry are used in the
experiment:

| 1'nr;jrlirr::lr.':r {d,h}, where d is diameter and h is height, brick

(l. p. k),

prism (a, h), where a is a side of the equilateral triangular
base and his height,

box (1, p. k)

Similarly, the two forms of the instruction are:

. Bind all {objects} .

. find all cubes .

. find all cubes (a) .

3} Forms of the mstruction “carry’™
The instruction has similar forms as those of the instructicns
“find" and "move”, For example:

. carry brick (L p. k} to region (a,b) of the point (x,y,}
invisible from point (X, ¥,) -
. carty all prisms (a,h) to box (1, p, k) -

The execution of the instruction is completed by carrying the
specified object, or objects, to the specified point (or region or
obiject) and returning the manipulator to its initial position. In the
case when the instruction cannot be executed for some reason, the
operator is informed by the system.

4) Forms of the instruction “construct™:

The set of forms of the instruction “construct” is closely con-
nected to the notion of construction. Different types (wall, pyramid,
cylinder) of conmstruction ask for relevant sets of parameters, for
example:

. construct wall (a, b, ¢) . |
. construct pyramid (a,b,c,b) .

. construct ¢ylinder {a, b,t]) .

If it is impossible ta complete the construction (for the reason
of not having enough objects or place) the operator is informed
immediately.

The number of types of “constructions” may be increased. The
*constructions’” with negative parameters may added, j.e. con-
struction of pitches of different shapes.

5) Forms of the instruction "simulate”.

The set of forms of the instruction “simulate” belongs to the
most laborious instructions because of absence of vision which is of
the preatest importance when the manipulator is a part of the robot.
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The following two instructions will be discussed:

. simulate- situation in region (a, b} of peint (x,vy) .
The manipulator will investigate the specified region and send
informations about type of object seen and their coordinates.

. simulate trijectory from point (x,¥,} to point (X, v,) -
Using the situation model kept in the computer memory, the system
works out a trajectory of motion (as a matrix or an equation for
example), from the point (x,, y,} to the point (x,,v,) avoiding all
cobstacles. ' '

6) Forms of the instruction “execute":

The set of forms of this instruction is consisted of a single
entity:

« execute .

The execation of this instruction resufts in an action to which the
manipulator is set ready but not performed due tc the discrepancy
of the initial data to the real situation.

Sutivmary of the Main Language Features

The considered language is constructed with the instructions
similar to those given to a human operator. The main features of
the language are as follows:

Demonstrativeness which gives a pessibility even to an operat-
or not familiar with computer programming, to give instructions
to the manipulator in the most common form; .

Extensiveness giving a possibility of extending and changing
the language semantics with the syntax remaining unchanged (or
changed slightly); .

Simplicity, i.e. any instruction written down in the memory
must be read in the anigue way;

Operativeness, which results in simple and fast transtation
in the object (machine) language giving the possibility of minimiz-
ing the tune needed for execution of the instruction;

- Computation pracedures are not required to be described due
to which, the quantil{ﬁuf mistakes is decreased consequently, the
control iz being simplified

Direct connection with the languages of motion at lower levels
of the control sysiems.

The new tasks make the language more speakable. It is sup-
posed that the language must be fitted in future for conversation
with “thinking” robots.

However, this task requires more efficient input/cutput devie-
es (teletypes, screens with light pen).
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Concluslon

Some aspects of the synthesis of the manipulator control al-
orithms which can be realized on the level of computations have
%-ecn discussed in this paper.

At first, two alternatives of the lowest level have been consid-
ered, one being based on the Chomsky's transformation models,
}he other one on the differential aquations with indetermined coef-
icients.

Secondly, an attempt was made to synthesize the highest level
of conirol, ie. the problem-oriented lmﬁ::ge. The linguistic ap-
proach was adopted as a basis since i enables the development of the
multi-level hierarchical control structure needed for mastering such
a compiex object as a manipulator or a set of manipulators.

It is believed that, in the very near future, the manipulators
will find a wide field of application and make the manual labour
easier. They will rEEElace the human operator in doing laborious
auxiliary jobs in different fields of engineering. At the same time,
it should be noted that the development of computer control mani.
pulators introduces new complex problems in automatic control,
Fmgrammiﬂg and computer technique. The solution of such prob-
ems will be essential to creation of the artificial intelligence,
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